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Пусть имеется некая матрица размера nxk, где каждый элемент pi,j принад-

лежит множеству {0,1}: 

Mn,k = (

𝑝1,1 𝑝1,2 … 𝑝1,𝑛

𝑝2,1 𝑝2,2 … 𝑝2,𝑛
…

𝑝𝑘,1 𝑝𝑘,2 … 𝑝𝑘,𝑛

)      (1) 

Определим, может ли эта матрица являться образующей матрицей некоего 

циклического кода. 

Будем считать, что код должен быть построен методом деления и исправ-

лять как минимум одну ошибку и, говоря в дальнейшем о том, может ли матрица 

быть образующей, будем иметь ввиду именно эти условия построения цикличе-

ского кода. 

Тогда количество строк и столбцов матрицы должно удовлетворять равен-

ству: 

𝑛-𝑘 =]𝑙𝑜𝑔2 (𝑛 +
𝑛∗(𝑛-1)

2
+ 1) [      (2) 
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Из этого условия вытекает, что если n < k, то матрица не может быть обра-

зующей. 

Также должно соблюдаться кодовое расстояние. Кодовое расстояние кода, 

исправляющего ошибки кратности S: 

𝑑 ≥ 2 ∗ 𝑆 + 1      (3) 

Таким образом, поскольку код должен исправлять как минимум одну 

ошибку, то кодовое расстояние между строками матрицы должно быть: 

𝑑 ≥ 2 ∗ 1 + 1 = 3      (4) 

Также матрица должна приводиться к виду: 

Mn,k = (

1 0 …  0| 𝑝1, … 𝑝1,𝑛

0 1 …  0| 𝑝2, … 𝑝2,𝑛
…

0 0 …  1| 𝑝𝑘, … 𝑝𝑘,𝑛

)      (5) 

При выбранных нами условиях построения, невыполнение любого из выше-

названных условий означает, что матрица не может являться образующей мат-

рицей. Однако, при выполнении всех условий, мы не можем утверждать, что дан-

ная матрица является образующей. Поэтому данные условия являются необхо-

димыми, но не достаточными. 
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