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Аннотация: в статье рассматривается способ реализации многослойной 
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Основные определения 

Определение 1. Градиент – вектор, указывающий направление наибольшего 

возрастания некоторой величины от одной точки пространства к другой (скаляр-

ного поля). 

Определение 2. Градиентный спуск – метод нахождения локально макси-

мума (минимума), который заключается в движении по направлению градиента 

(антиградиента). 

Определение 3. Машинное обучение – нахождение отображения, в частно-

сти алгоритма классификации, который строится по множеству, называемому 

обучаемой выборкой, а качество обучения проверяется по множеству, называе-

мому тестовой выборкой. 

Введение 

На сегодняшний момент нейронные сети широко применяют в машинном 

обучении. Существует большое разнообразие нейронных сетей, которые хорошо 

работают на определенных данных и для конкретной задачи. В данной работе 

рассматривается наиболее общая модель нейронной сети. Будет приведена реа-

лизация на языке Python. 

Постановка проблемы 

Необходимо реализовать нейронную сеть многослойного персептрона 
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Описание нейронной сети 

Нейронная сеть представляет собой отображение из пространства одной 

размерности, в пространство другой размерности (возможно, той же самой раз-

мерности). В данной работе рассматривается нейронная сеть, которая использо-

валась для задачи классификации. Была использована база данных mnist, в кото-

рой содержаться 60000 тысяч рукописных изображений цифр от 0 до 9 для обу-

чения, и 10000 тысяч изображения для тестирования. 

Модель нейронной сети изображена на рисунке 1. 

 

 

Рис. 1. Сеть многослойного персептрона 

 

Использовался метод обучения обратного распространения ошибки, в ос-

нове которого лежит метод градиентного спуска, но рассчитывался не полный 

градиент, а стохастический. В качестве функции активации использовалась 

функция сигмоида. 
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Программная реализация 

 

 

Рис. 2 

 

В конструкторе использованы поля для количества слоев и нейронов в каж-

дом слое, параметров обучения, коэффициента обучения, количество эпох, то 

есть полных прохождений по выборке, коэффициент регуляризации L1, количе-

ство элементов для подсчета стохастического градиента. 

 

 

Рис. 3 

 

Реализация прямого распространения сигнала и обратного распространения 

ошибки. 
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Рис. 4 

Достигнутый результат за 20 эпох. 

Заключение 

В данной работе была приведена реализация многослойной сети персеп-

трона. 
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