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Аннотация: в статье рассматриваются эффективность использования 

нейронных сетей для решения ряда практических задач. Автор статьи указы-

вает на существующую проблему выбора оптимального количества нейронных 

элементов в скрытом слое, при которых ошибка обучения будет минимальна. 

Разработан и предложен алгоритм формирования оптимальной архитектуры 

многослойной нейронной сети. 

Ключевые слова: многослойные нейронные сети, архитектура НС. 

Введение 

Аппарат искусственных нейронных сетей является эффективным средством 

для решения многих практических задач [1]. Однако использование его требует 

большого объёма знаний в рассматриваемой области. Для человека не знакомого 

с данным инструментом, основной проблемой является формирование архитек-

туры многослойной нейронной сети. 

Алгоритм обратного распространения ошибки. 

На качестве обучения многослойной нейронной сети сказывается выбор 

функции активации, который в свою очередь зависит от входных данных и выбор 

количества нейронов в скрытом слое [2]. 

Большой объём исследований по прогнозированию в социально-экономиче-

ских системах с применением нейронных сетей позволяет сделать выводы и ре-

комендации по использованию нейронных сетей при прогнозировании времен-

ных рядов, описывающих объекты в социально-экономических системах [3]. 
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Выбрать оптимальные функции активации с помощью анализа входных 

данных не представляется возможным, но замечено, что если при времени t 

ошибка обучения сети E1 с одной функцией активации меньше ошибки обучения 

сети E2 с другой функцией активации, то при t2 > t1 неравенство E1 < E2 сохра-

няется. 

Выбор оптимального количества нейронных элементов в скрытом слое – за-

дача нетривиальная, и даже мето-

дом перебора на одних и тех же 

наборах данных, однозначно опре-

делить количество нейронов в 

скрытом слое, при которых ошибка 

обучения будет минимальна, явля-

ется трудозатратой процедурой. 

Это объясняется особенностью ал-

горитма обучения нейронных се-

тей, в котором весовые коэффици-

енты на первом шаге инициализи-

руются случайным образом. В ходе 

изучения влияния количества 

нейронов в скрытом слое (N) на качество обучения сети было выявлено, что при 

N > m ошибка обучения сети резко возрастает, на практике установлено, что 

m = Ln(L) + 1, где l – количество обучающих векторов. 

С учётом вышеперечисленных наблюдений, предложен алгоритм адаптации 

структуры и связей нейронной сети, который представлен на рисунке 1. Для при-

менения алгоритма, представленного на рисунке 1, используется модифициро-

ванный алгоритм обратного распространения ошибки [4]. 

Алгоритм, представленный на рисунке 1, состоит из четырёх шагов: 

1. Задаётся время (t), в течение которого будет работать алгоритм. 
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2. Для каждой функции активации и каждого скрытого слоя применяется 

модифицированный алгоритм обратного распространения ошибки, время ра-

боты которого определяется как а)*j**2/(1 кtt  , где к – рассматриваемое количество 

функций активации, j – рассматриваемое количество скрытых слоёв, а – количе-

ство шагов обучения alf.  

3. Выбираем ту функцию активации и то количество нейронных элементов 

в скрытом слое, при которых ошибка минимальна. 

4. Для выбранной структуры многослойной нейронной сети применяется 

модифицированный алгоритм обратного распространения ошибки, время ра-

боты которого определяется как 2/2 tt  . 
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