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Бионика – это наука о применении в технических устройствах и системах 

принципов организации, свойств, функций и структур живой природы. Разли-

чают биологическую бионику (изучает процессы, происходящие в биологиче-

ских системах), теоретическую бионику (строит математические модели этих 

процессов) и техническую бионику, применяющую модели теоретической био-

ники для решения инженерных задач. Мы рассмотрим теоретическую и техни-

ческую бионику подробнее, а именно попробуем с помощью этих самых матема-

тических моделей решить так называемою «задачу о рюкзаке». В этой задаче 

нужно набить рюкзак объектами разной цены и веса так, чтобы цена рюкзака 

была как можно выше, а вес не превышал заданного максимума. 

1 



Центр научного сотрудничества «Интерактив плюс»  
 

1. Обзор «бионических» методов. В данном разделе описаны основные ал-

горитмы, применимые к задаче о рюкзаке. 

1.1. Случайный поиск. Условные «вещи» кладутся в наш условный «рюкзак» 

со случайной для каждой итерации вероятностью, а потом выбирается лучший 

«рюкзак». Метод хорош тем, что может предложить много различных вариантов, 

но если установить минимум желаемой цены, то результат будет выдан через 

непредсказуемый промежуток времени, т. к. вещи кладутся в «рюкзак» случай-

ным образом. Метод основан на идеях Л.А. Растригина [4]. 

1.2. Генетический алгоритм. Данный алгоритм используется для решения 

задач оптимизации и моделирования путём случайного подбора, комбинирова-

ния и вариации искомых параметров с использованием механизмов, напомина-

ющих биологическую эволюцию. Является разновидностью эволюционных вы-

числений, с помощью которых решаются оптимизационные задачи с использо-

ванием методов естественной эволюции[2,6]. Схема алгоритма приведена на рис. 

1 (б). 

В классическом ГА: а) Начальная «популяция» формируется случайно; б) 

Размер «популяции» не изменяется в течение работы всего алгоритма; в) Каждая 

«особь» генерируется как случайная L - битная строка (закодированная особь), 

где L – длина строки (количество битов в строке); г) Длина кодировки (длина L 

– битной строки) всех «особей» одинакова[5,3]. Отличительной особенностью 

генетического алгоритма является акцент на использование оператора «скрещи-

вания», роль которой аналогична роли скрещивания в живой природе. 

Существуют вариации ГА, свободные от ограничения длины L-битной 

строки. В нашем случае битами определяется выбор или не выбор «вещи», а «ро-

дителями» варианты наполнения рюкзаки. Преимущество этого метода в том, 

что с его помощью можно найти очень много подходящих решений. 

1.3. Метод изменяющихся вероятностей. Схема данного алгоритма приве-

дена на рис. 1 (а). 
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Рис 1. Схема алгоритма изменяющихся вероятностей (а) и  

классического ГА (б) 

Эта разновидность генетических алгоритмов была введена А.Н. Антамош-

киным ещё до появления самого понятия генетический алгоритм [1, 6]. В отли-

чие от классического ГА, «родителями» являются только 2 «особи», когда в дру-

гих разновидностях ГА «родителями» являются большинство «особей», которые 

более-менее «приспособлены». На каждой итерации предыдущее поколение пол-

ностью заменяется новым. 

2. Методы, применённые к задаче о рюкзаке. В этой главе предоставлены 

описание проведенных экспериментов и результаты. 

2.1. Гипотеза. Исследовав несколько разделов теоретической бионики, 

можно сделать несколько предположений о достоинствах и недостатках генети-

ческих алгоритмов. Можно предположить, что генетические алгоритмы дают 

множество разнообразных решений, ведь биологическая эволюция нужна 

именно для поддержания разнообразия, и некоторые решения с большой вероят-

ностью будут хорошими. Но существуют и особи, неспособные существовать в 

определённых условиях, аналогично и в ГА «популяция» улучшается за счет от-

бора. 

2.2. Постановка задачи. Главной задачей являлось сравнение алгоритмов 

решения сложных задач на примере «Задачи о рюкзаке». Для осуществления экс-

перимента были написаны компьютерные программы для каждого алгоритма. 
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Был проведен сравнительный анализ алгоритмов путем сравнения значений мак-

симальных, минимальных и средних цен и масс получившихся «рюкзаков». Об-

щие результаты эксперимента представлены в таблице 1. 

Дано: массив цен – p, массив весов – m, n – число элементов массива (номе-

ров вещей), максимальный допустимый вес – vmax 

2.3. Метод случайного поиска. Принцип работы программы, осуществляю-

щей этот алгоритм, достаточно прост, если сравнивать его с остальными про-

граммами, применёнными в этой работе. 

Алгоритм работает по такому принципу:  

1. Случайным образом заполнить массив z нулями и единицами, где единица 

означает, что объект выбран, а ноль – что не выбран, присвоить cmax=0. 

2. Подсчитать общий вес и стоимость рюкзака, записать в переменные vi и 

ci. 

vi=∑
j= 1

n

m j z j

  (1) 

ci=∑
j= 1

n

p j z j
  (2) 

3. Если v не превышает по весу vmax, а c > cmax всех предыдущих, то записать 

состав рюкзака и его стоимость как лучшие в переменные bestr, cmax = с. 

4. После повторения №1-3 заданное пользователем к-во раз, вывести значе-

ния массы и веса лучшего рюкзака. 

2.4. Метод изменяющихся вероятностей. 

Принцип работы программы: 

1. Задать изначальную вероятность для каждого элемента, записать ее в мас-

сив Ap (в нашем случае 33%), cbest=0, vbest=0, obest=0. 

2. Перезаполнить массивы рюкзаков (в нашем случае их 10) в соответствии 

с текущей вероятностью в массивы zi. 

3. Посчитать массу и цену каждого рюкзака согласно (1), (2), сравнить с луч-

шими (cbest, vbest). 
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4. Посчитать для каждого «рюкзака» перевес 

vover=vi-vmax   (3) 

Если перевес <0, то считать что он равен 0. 

5. Вычислить оценочную характеристику каждого рюкзака (стоимость, за 

минусом условной стоимости перевеса), записать в переменную oi. 

oi=ci-k* vover_i  (4), 

где k – «стоимость» перевеса 

6. Сравнить оценку каждого «рюкзака» с лучшей оценкой (obest), если оi 

лучше оbest, присвоить оbest значение оi. 

7. Выбрать из 10 имеющихся «рюкзаков» один i*-й «рюкзак», с наилучшей 

оценкой оi*. 

8. Пересчитать вероятности (Ap), в зависимости от оценочной характери-

стики (oi*): уменьшить вероятности для объектов, которые не выбраны в i*-том 

«рюкзаке», и увеличить для выбранных в нем вещей.  

9. Выполнять действия 2-8 заданное пользователем количество раз (итера-

ций), в нашем случае 1000 итераций. 

10. Вывести конечные cbest и vbest. 

2.5. Генетический алгоритм. Алгоритм, основанный на принципах биоло-

гической эволюции. Мы использовали следующую его модификацию. 

1. Заполнить случайным образом массивы zi нулями и единицами, где ноль 

означает что вещь не положена, а единица – что положена, присвоить cbest=0, 

vbest=0, obest=0. 

2. Посчитать массу и цену каждого «рюкзака», согласно формулам (1) и (2). 

3. Посчитать перевес и оценку (mover_i и oi), согласно формулам (3) и (4). 

4. Сравнить оценку каждой особи – «рюкзака» с лучшей оценкой (obest), если 

оi лучше оbest, присвоить оbest = оi, cbest=сi, vbest=vi а лучший рюкзак записать в мас-

сив bestzeroone. 

5. Найти худшую «особь» (f). 

6. Выбрать случайным образом двух родительских «особей» для «скрещи-

вания». 
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7. Произвести скрещивание (сrossover). Процедура скрещивания следую-

щая. Если j-й объект выбран в обоих родительских «рюкзаках», то она выбрана 

и в дочерних, Если j-й объект не выбран в обоих родительских «рюкзаках», то он 

не выбран и в дочерних, если в одном из родительских «рюкзаков» объект вы-

бран, а в другом нет, то поставить ноль или единицу в j-м элементе случайным 

образом. 

8. Заменить худшую особь f на дочернюю особь процедуры crossover (ана-

лог естественного отбора). 

9. Повторить действия 2-8, но уже для очередного поколения, до достиже-

ния заданного количества итераций. 

10. Вывести значения массы и веса лучшего рюкзака. 

Таблица 1 

Результаты экспериментов на тестовой задаче 

Метод Вид оценки Стоимость Вес Время работы, 
мин 

Случайный поиск 
MIN 
MAX 
Среднее 

50308616 
51300805 
50757128,95 

598889 
962344 
838443,05 

0,19 
4,41 
1,4325 

МИВер 
MIN 
MAX 
Среднее 

50791477 
52352451 
51856314,4 

912728 
999991 
981171,25 

0,52 
1,13 
1,048 

ГА 
MIN 
MAX 
Среднее 

50286784 
51827700 
50702385,8 

381679 
992280 
651905,7 

0,071 
0,159 
0,00,97 

 

3. Результаты проведённых экспериментов. 

Для проведения эксперимента был сгенерирован тестовый набор данных 

100 видов объектов, вес и цена которых колеблются в диапазоне 1...100000 

условных единиц. Количество запусков программы для каждого метода – 20 раз. 

Эксперименты были проведены на компьютере с процессором Celeron, с такто-

вой частотой 2000МГц и с оперативной памятью 1Гб. Максимальный «вес» 

«рюкзака» составляет 1000000 усл. ед. Сравнительные результаты алгоритмов 

для тестовой задачи приведены в таблице 1. 
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Заключение. Генетические алгоритмы хороши тем, что работают быстро и 

дают лучшие результаты, по сравнению с другими алгоритмами, используемыми 

в настоящей работе. Таким образом, можно сделать вывод о том, что генетиче-

ский алгоритм применим к сложным комбинаторным задачам оптимизации вы-

бора. 
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